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Impulse Model Design of Acoustic Surface-Wave Filters
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Abstract—The design of surface acoustic wave bandpass filters
which utilize interdigital electrode transducers is reviewed. The
impulse-response description of interdigital transducers is extended
to allow calculation of transducer input admittance and filter fre-
quency response with much less effort than required by earlier
equivalent-circuit model approaches. The application of the impulse
model to the straightforward design of VHF and higher frequency
bandpass filters is discussed and several examples of high-perfor-
mance surface-wave bandpass filters are given.

I. INTRODUCTION
T HE ANALYSIS and design of interdigital surface-wave

transducers by an impulse-response description has

been discussed by several authors [1}~{3]. The impulse-
response approach is a natural one because of the correspon-
dence between the location of the interdigital fingers of the
transducer and the signal generated by an impulse of acoustic
energy traveling under the fingers. This paper extends the
impulse-response model to include the calculation of trans-
ducer impedances and the effect of electrical loading on filter
response. The model developed here provides comparable
accuracy to the well-known equivalent-circuit approaches [2],
[4] but with much less computation effort. This is due to the
use of fast Fourier transforms (FFT) [5] instead of the de-
tailed network analysis required by circuit models. The sim-
plicity of the impulse model makes it very useful for the design
of practical filters with prescribed responses.

Acoustic surface waves have many similarities with bulk
acoustic waves which have been used for many years in reso-
nator crystals, bandpass filters, delay lines, and dispersive
filters [6]. They share the low wave velocity which results in
compact devices and the low propagation loss which makes
possible the very high Q’s which can be achieved in acoustic
filters.

Surface waves, however, are different in several ways
which significantly enhance their usefulness. First, since a
surface wave propagates at the surface, it is accessible along
its entire propagation path as opposed to a bulk wave which
is only accessible at the ends of the crystal. This allows for the
simultaneous sampling of the waves at many points in the
delay path and results in an important flexibility of surface-
wave device functions which cannot be duplicated easily by
bulk-wave filters. The second major advantage of surface-
wave devices is the simplicity of the fabrication process for
interdigital transducers. Basically, it consists of optically
polishing the single surface of the piezoelectric substrate,
evaporating or otherwise depositing a metal film, and then
patterning the metal to form the transducers using standard
photolithography techniques which have been highly de-
veloped for the semiconductor industry. This process is very
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inexpensive, highly repeatable, and, most important, it can
be used to produce filters for the VHF and UHF ranges where
other filter technologies have very limited capabilities. For
example, many state-of-the-art semiconductor devices are
using 1-um electrode widths. An interdigital transducer with
1-um electrodes corresponds to a surface-wave operating fre-
quency of approximately 1 GHz (depending on the velocity
of the substrate which is used). Another advantage of the
surface-wave devices is that the substrate can be arbitrarily
thick for mechanical strength, whereas the extremely small
thickness of VHF bulk crystal filters makes them extremely
fragile.

This paper considers analysis and design of interdigital
surface-wave filters based on an impulse-response model.
Section I1 considers the basic relations for an impulse-response
description of a filter and the design of desirable impulse re-
sponses for good filter performance. The electrical input ad-
mittance is calculated in Section I1I based on extensions of the
impulse-response description which leads to an analysis of
electrical loading effects. Some of the more important design
considerations, such as insertion loss, substrate choice, and
weighting, are considered in Section IV. Section V provides a
brief summary of an orderly procedure for making various
design decisions, but a complete design procedure which con-
siders all important distortion effects is beyond the scope of
this paper. The paper concludes with several design examples
which illustrate the wide variety of bandpass characteristics
that can be achieved with surface-wave filters. Although the
discussion in this paper is directed toward nondispersive
filters, the theory and procedures given here apply with only
minor changes to the design of dispersive, matched filters.

I1. IMmPULSE-RESPONSE APPROACH TO FILTER
ANALYSIS AND DES[GN‘

A. Relationship Between Transducer Geomeh’y and Transducer
Impulse Response ‘

Fig. 1(a) shows a representative surfak:e -wave filter con-
sisting of a piezoelectric substrate on Whlch are deposited two
interdigital transducers, each consxstmg\ of interdigitated
metal fingers connected to common bonding pads on either
side of the acoustic beam. The input transducer T; generates
a spatially periodic electric field with a periodicity determined
by the spacing of the adjacent electrodes. This field generates
surface waves through the piezoelectric eff‘;act with maximum
efficiency at the frequency fo where the acoustic wavelength
equals the periodicity L of the transducer\ Other frequencies
have reduced generation efficiency due to the cancellation of
waves generated at one end of the transducer with those at the
opposite end. The generated surface wave| propagates to the
output transducer T, which senses the electric fields which
accompany the wave due to the piezoelectric effect. Again
the degree of match between the surface-wave wavelength
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Fig. 1. Surface-wave bandpass filter. (a) RKepresentative device geom-
etry. (b) Effective impulse response. (c) Representation for linear
filter theory.

and the transducer period determines the relative conversion
efficiency.

The filtering properties of these devices are completely
determined by the processes for conversion of the electrical
signal to acoustic energy, and vice versa, at the input and out-
put transducers. This is shown in Fig. 1(c) which schemati-
cally describes the device as two frequency selective transfer
functions, Hi(w) and Hy(w), connected by a broad-band time
delay exp (—jwl/v). Here I is the distance between the centers
of the two transducers as shown in Fig. 1(a) and v is the sur-
face-wave propagation velocity. The total transfer function
of the device is then approximately given by

Ve
—172 Hi(w) exp (—jwl/v) - Hao(w). (1)

The transducer transfer functions H;(w) can be calculated
from the transducer impulse responses (i.e., the generated
acoustic waveform which occurs when a voltage impulse is
applied across the electrical input terminals). This impulse
response k(f) is a waveform which has a particularly simple
relationship to the transducer geometry since each electrode
pair constitutes a tap on the acoustic delay line whose relative
time delay is given by the position of the electrode pair on the
surface-wave substrate, and whose strength is directly propor-
tional to the amount of overlap W(z) between adjacent elec-
trodes. For example, Fig. 1(b) shows the effective impulse
responses of the two transducers in Fig. 1(a), and, as can be
seen, each half cycle in A(f) corresponds to a particular gap
between adjacent electrodes of opposite polarity.

From filter theory it is known that the impulse response
h{#), and the frequency response H(w), are a Fourier trans-
form pair [7], and thus the frequency response can be calcu-
lated by means of a Fourier transform:

H(w) = fwh(t) exp (—jwi) dt. (2)

Conceptually, any desired frequency response can thus be
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Fig. 2. Specification of filter response (a) Frequency response with
transition bandwidth By, ripple R, sidelobe level Rq, and pass band-
width Ba. (b) Corresponding impulse response with finite length 7.

obtained by simply taking the inverse Fourier transform of
this desired frequency response and placing electrodes on the
substrate surface corresponding to the calculated impulse
response

1 o0
() = é;f H(w) exp (jot) dw. 3)

There are, however, two fundamental restrictions on the type
of frequency responses which can be obtained. First, on'y
bandpass functions can be realized. Second, the impulse re-
sponses of the surface-wave devices must be of a finite length
due to the finite length of the available surface-wave sub-
strates. This second restriction has a corresponding frequency-
response limitation on filter-skirt steepness and on maximum
filter time delay.

B. Filter Design by Designing an Impuise Response

Since the impulse response of a transducer is directly re-
lated to electrode placement and length, a desired filter func-
tion can be obtained by designing a device with any impulse
response whose Fourier transform has the desired frequency
response. Specification of an appropriate transducer impulse
response is relatively simple for pulse compression filters and
phase-shift keyed (PSK) matched filters since the specifica-
tion of these filters is usually given in impulse-response form.
However, if specifications are given in the frequency domain,
a waveform design problem exists.

Fig. 2 shows a typical bandpass filter response which is
characterized by five parameters: 1) the center frequency fo,
2) the transition bandwidth B;, 3) the pass bandwidth B,
4) the ripple level Ry, and 5) the sidelobe level Ry. Sometimes
the skirt selectivity is specified by a shape factor S, which is
equal to the ratio of the bandwidth at the rejection level to
the pass bandwidth

S = (2B + B,)/B.. 4)

The impulse response required to produce this frequency
response is shown schematically in Fig. 2(b) with a time length
7. The optimum design will result in a minimum length 7,
which allows one to obtain the desired transition bandwidth,
pass bandwidth, ripple, and sidelobe level. For most designs
the transition bandwidth and the sidelobe level are the dom-
inant factors in determining this minimum 7, although an ex-
tremely low ripple level can extend this length somewhat.

Considerable work on finding good and sometimes the best
possible impulse response has been performed in designing
nonrecursive digital filters [8]. A near approach to the opti-
mum waveform for maximum skirt steepness and maximum
sidelobe rejection can be obtained by using a Dolph—Cheby-
shev window function [9] on the idealized rectangular fre-
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Fig. 3. Maximum sidelobe rejection as a function of impulse-response

length-transition bandwidth product. Solid line: Approximate result
using Dolph—Chebyshev window function. Solid points: Impulse
response derived using iterative optimization.

quency response of an ideal bandpass filter (see Appendix I).
From these functions, one finds that the minimum impulse-
response length for satisfying a given specification is approxi-
mately given by :

Tmin =2 (0.73/B1) log Rs. (5)

This relationship is plotted in Fig. 3 showing maximum
achievable sidelobe rejection as a function of the impulse-
response time length multiplied by the transition bandwidth.
The points on the curve correspond to various designs done
by use of an iterative optimizing scheme. As can be seen, one
can slightly improve on the Dolph—Chebyshev window func-
tion with the iterative optimizing scheme, but the window-
function technique provides an excellent approximation to
the ideal. The ordinate on the right-hand side of the figure
shows the approximate ripple level which would be associated
with different sidelobe levels using the Dolph—Chebyshev
window functions. These are only approximate and are most
nearly correct for very low shape-factor cases. For filters with
more moderate shaped factors (i.e., 2:1 or larger) one finds
that considerably less ripple can be obtained than would be
indicated by these numbers.

An example of what can be gained in device performance
through optimization is illustrated by Fig. 4 which shows
frequency responses corresponding to a truncated sin x/x
weighting function and an optimized impulse response of the
same length for the same bandwidth. As can be seen, the
optimization reduced the peak sidelobe level by approxi-
mately 6 dB, but more important it reduced the bandpass
ripple from 2 dB to less than 0.1 dB. This ripple reduction is
extremely important because normally two such responses
would be cascaded to obtain the overall filter response. The
only degradation in the optimized function is that the far-out
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Fig.4. Compatison of frequency responses corresponding to a truncated

sin x/x (one sidelobe) and an optimized impulse response of the same
length.

sidelobes have been raised in amplitude to more nearly cor-
respond to the amplitude of the near-in sidelobes. This is the
slight penalty which is paid for improved filter performance.

III. AN IMPULSE-RESPONSE MODEL FOR CALCULATING
TRANSDUCER INPUT ADMITTANCE AND ELECTRICAL
LoapiNnGg EFFECTS

The impulse-response description of surface-wave device
operation as presented in the preceding section is a special
case in which it was assumed that the electrical source
admittance was very large compared to the transducer input
admittance. In most practical devices this assumption is not
justified because these admittances are usually designed to be
approximately equal to minimize insertion loss. The resulting
electrical loading effect is calculated in this section by extend-
ing the impulse-response description given earlier to include
the calculation of an interdigital transducer’s input admit-
tance. This section will only concern analysis of the effect;
the design implications are considered later in Section IV.

A. Impulse Response of an Interdigital Transducer

Calculation of a transducer’s input admittance requires
that its impulse response be specified more accurately than
the simple description given in Fig. 1(b). The surface-wave
amglitude is given below in terms of a variable () whose
square is the power flow in the acoustic beam. This definition
is chosen for simplicity because later development of the model
depends on conservation of energy arguments. If an observa-
ble quantity such as stress, strain, or particle velocity had
been chosen then unnecessary complication would be added
to the model due to the frequency-dependent penetration
depth of the surface wave. The relationship between a(#) and
a directly observable quantity can be obtained by solving for
the acoustic power in the beam in terms of that quantity and
simply taking a square root. The particular surface-wave
amplitude which occurs when the transducer is electrically
driven by a voltage impulse will be denoted by %(¢) to differen-
tiate it from the surface-wave amplitude ¢(#) which occurs
under arbitrary excitation.
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Construction of the impulse response of a uniform overlap array
with variable electrode center-to-center spacing.

Fig. 5.

In constructing the impulse response of an interdigital
transducer, various authors have used sine waves [10], im-
pulses [2], and rectangles [3] to describe the shape of the
waveform generated by a single electrode pair in the trans-
ducer. All of these assumptions give very similar results near
the fundamental frequency of the transducer, but none give
the correct harmonic response. A more accurate waveshape
may be obtained by using a waveform which is related to the
electrostatic field between the electrodes [11]. Since only the
fundamental frequency component of an interdigital trans-
ducer’s response is considered here, sine waves will be used
because this waveshape simplifies the mathematics associated
with the model.

Fig. 5 illustrates a useful method for constructing the im-
pulse response %(¢) of a uniform overlap transducer array with
variable center-to-center spacing of the electrodes but con-
stant electrode width-to-gap ratio. The results will be gen-
eralized later for arrays with nonuniform overlap, and if vari-
able finger width-to-gap ratio is encountered, proper com-
pensation must be made as described by Engan [11]. First,
place one-half cycle of a sine wave in k(¢) for each interaction
between electrodes of opposite polarity, with the time spacing
of the zero crossings equal to the surface-wave propagation
delay between the electrode centers. (The phase of k(f) is
arbitrarily chosen with zero crossings on the electrodes for
simplicity. Other equally valid choices are possible if desired.)
Second, the amplitude of each half cycle is multiplied by f,3/2,
where f; is the instantaneous frequency at that point in the
array. (The instantaneous frequency is simply that frequency
with a period of a half cycle equal to the period of the half
cycle used here.) The origin of this frequency dependance is
given in Appendix II. Third, multiply the overall response by
K~/W, where K is a measure of the surface-wave coupling
efficiency which is characteristic of the substrate under con-
sideration and W is the acoustic beamwidth. The dependence
on +/W is necessary since the impulse response is the square
root of the acoustic power in the beam.

Calculation of the coupling efficiency K is outside the scope
of this model and must be determined by other means. To first
order, K may be evaluated by solving the impulse model for
an N finger-pair transducer (given below as an example) and
equating the results to the results of an identical example
solved by means of the equivalent-circuit model [4]. By this
technique, it can be shown that

KVW = 4k/Cs (6)

where E is the familiar coupling coefficient for surface waves
and G, is the capacitance per finger pair (which varies linearly
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Fig. 6. Electrical equivalent input admittance of
a surface-wave transducer.

with the acoustic beamwidth W). Values of C; and % for sev-
eral substrates of interest are given later in Table I.

To summarize the previous discussion, the impulse re-
sponse is given by

B(t) = 4k~+/C.f3/2(t) sin 6(2) Q)

where

6(t) = 21rf tf«'('r) dr (8)

¢is the impulse-response time coordinate given by f=2/v, and
v is the acoustic wave velocity.

B. Input Admittance of a Surface-Wave Transducer

The input admittance of a surface-wave transducer can
now be obtained by calculating the energy in the impulse re-
sponse as constructed above and then assuming that all the
electrical energy dissipation at the transducer input is ac-
counted for by acoustic radiation. Let H(w) denote the
Fourier transform of the transducer impulse response k(f) as
determined earlier in (7). In the frequency domain, the sum
of the energy per unit frequency radiated from both sides of
an interdigital transducer when driven by a unit impulse is
given by

E(w) = H(w) - H*(w) + H*(w) exp (—jor) - H(w) exp (jor)
=2| H(w) |? (9)

where —H*(w) exp (—jwr) is the Fourier transform of the
impulse response of the transducer in the reverse direction,
and 7 is the impulse-response time duration of the transducer
shown in Fig. 5.

This same energy manifests itself as dissipation in the
acoustic radiation conductance Go(w) as shown in Fig. 6. The
energy per unit frequency delivered to G,(w) is given by

E(w) = Vipn2(w)Ge(w).

For the unit impulse excitation considered above Vin(w)=1;
thus,

(10)

E(w) = Ga(w). (11)

By equating (9) and (11), one obtains for the real part of the
input admittance

Go(w) = 2| H(w) |2 (12)

Thus the real part of the input admittance of a surface-wave
transducer is equal to twice the squared magnitude of the
Fourier transform of the impulse response.
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Since this transducer is a causal system, it follows that the
imaginary part of the input admittance is the Hilbert trans-
form of the real part as was recently pointed out by Nalamwar
and Epstein [12]

1 e G
Bu(w) = —f #dw'. (13)

T e W — W

This relationship is ambiguous to the extent that there can be
an additional additive capacitance, inductance, or constant
susceptance which would not be described by the transform.
For this case, the Hilbert transform of G, can be identified as
the radiation susceptance, while an additional term is required
to account for the susceptance of the static capacitance of the
interdigital array. The static capacitance is found by multiply-
ing the number of electrode interaction pairs by C;, the capaci-
tance per pair:

Values of C, are given later in Table I. Thus all the elements
of the electrical input admittance shown in Fig. 6 have been
calculated.

C. Input Admaittance of an N-Patr Transducer

The input admittance of an N-interaction-pair transducer
will be calculated here as an example of the use of this model.
The impulse response of such a transducer can be calculated
by means of (7):

_ N
B(l) = f34EN/C, sinwgt, 0<t< P
0
N
=0, 1<0,— <t (15
fo

The corresponding Fourier transform is approximately given
by
. sinX .
H(w) = 2k+/CfoN e exp ( — jwlN/2fq)

(16)

where X = Nr(w—w)/we. The real part of the radiation ad-
mittance can be obtained by using (12):

sin? X sin? X
= 0 .

X2 X2

Go(w) = 8R2C,foN? ¢¥))
The radiation susceptance (13), is given by the Hilbert
transform of (17) which can be shown to be [13]

Go(sin 2X — 2X)
2X?

and the static capacitance is given by (14). These results are
identical to ones obtained by Smith et al. [4], for the crossed-
field equivalent-circuit model, except that much less effort
was necessary here to obtain these results. It should be pointed
out that this impulse-response model cannot easily include
either electrode edge reflection effects or model the differences
which occur when an “inline” equivalent-circuit model is used.
Both of these effects can be accounted for by suitable modifi-
cation [14] of the equivalent-circuit model.

By(w) =

(18)

D. Modeling Arrays with Nonuniform Electrode Overlap

All the results up to this point have considered only trans-
ducers with uniform overlap, but nonuniform overlap arrays
are a very important class of interdigital transducers because
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Fig. 7. Modeling of overlap weighted transducer. (a) Transducer
schematic with second uniform overlap array. (b) Impulse response
of transducer without overlap weighting. (c) Envelope of weighting
function. (d) Effective impulse response.

varying the finger overlap is probably the easiest, most repro-
ducible method for controlling the amplitude of each indi-
vidual half cycle in the impulse response of a transducer.

The technique to be used here for modeling these arrays is
similar to one described by Tancrell and Holland [2] for
modeling overlap weighted arrays using the equivalent-circuit
model. Fig. 7 illustrates this technique whereby the transducer
is divided into narrow strips which have uniform overlap. Part
(a) of the figure shows the overlap weighted transducer to be
modeled, and parts (b) and (c) show two separate functions
describing this array. The first function ko(¢) describes the
impulse response of a uniform overlap transducer with unit
width and with the same finger placement as the transducer
to be modeled. The second function describes the envelope of
the overlap, denoted by W(#). The two functions #(W;) and
t(W;) describe the beginning and end points of the sth strip.
The input admittance is then simply calculated by summing
the admittances of all the various strips as the strips are all
electrically in parallel.

=21

where AW;is the width of the ¢th strip and the term inside the
magnitude symbol is simply the Fourier transform of the im-
pulse response of a particular strip. The acoustic reactance is
still given by (13) and the static capacitance can be calculated
by summing the contributions from each strip.

The acoustic radiation from an overlap weighted trans-
ducer cannot be represented by a single acoustic port with a
single impulse response. Instead there must be one port for
each strip. However, as shown in 2], the acoustic transduc-
tion properties of this transducer can be represented by a
single effective impulse response %.¢:(f) for the case where the
second transducer in the device has a uniform overlap of a
width equal to or greater than the largest overlap in the over-

D) 2
ho(t) exp (—jwt) dt| AW, (19)

13y
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Fig. 8. Rectangular approximation for envelopes of the impulse
and frequency responses of a surface-wave transducer.

lap weighted array. As illustrated in Fig. 7(d), ket (f) is equal
to the product of the two functions k¢(f) and W(¢) defined in
the preceding paragraph:

hess(®) = W{(t)ho(t)/ v/ W inax (20)
where Wiax is maximum value of W(#).

This result is due to the integrating effect of the second
array over the acoustic.beam of the first transducer. Note that
this effective impulse response cannot be used for obtaining
the device input admittance, nor will it provide proper results
for the device transfer function if both arrays in a device are
overlap weighted. To properly treat these items a full analysis
of the device must be made using strips and possible acoustic
beam-spreading effects should be considered as well.

E. Input Admitiance of Dispersive Transducers

Dispersive filters are an important class of uses for surface-
wave devices. For example, linear FM pulse-compression
filters for radar [15], [16] and phase-coded matched filter
pairs [17]-[19] for spread spectrum communications are
common applications. Many of these filters are normally char-
acterized by an effective time length 7o of the impulse re-
sponse and a bandwidth Af of the frequency response as shown
in Fig. 8. Only the envelope of the impulse response is shown
and only the magnitude of the frequency response is shown.
Reasonably good rectangular approximations can be made to
a large number of different transducer time and frequency
responses which are of interest. From a knowledge of the
transducer center frequency, beamwidth, and substrate type,
the amplitude of theimpulse responseis known to be4k+/Csfo?'?
as given by (7). Parsavall’s theorem [13] states that the
energy in the time- and frequency-domain representations of
a function must be equal:

fmePﬂ=j‘

—00 . —

lneply. @y

Since % (¢) is a pure real sinusoidal type of waveform, the inte-
gral of l h(t) [ 2 is half of the peak value squared times the time
length 7t

(45 Cof0312) 2ot

‘fm | k(t) |2 dt = ;

—0

(22)

The function H(27f) is complex with an assumed uniform
amplitude and thus the factor of £ does not occur in this inte-
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gral, but account must be made for both the positive and
negative frequency components. Thus

f wl H(2xf) |2 df = | HQ2xfo) |224f. (23)
Now by using (21)-(23), one obtains
452C fo re
| H(wo) |? = e, (24)

of

Knowledge of the magnitude of the Fourier-transformed im-
pulse response is sufficient to calculate the real part of the
input admittance as shown by (12):

8fo3kIC oTots
Af

Two alternative forms for this relationship have proven
useful. First, by setting 7etsfo= Niot, the effective total number
of electrode interaction pairs in the array, one obtains

Galwe) = (25)

(26)

The numerator is simply the peak radiation conduction which
occurs if all the e’ectrodes were resonant at the device center
frequency [see (17)]. Thus one simply uses this value and
divides by the time—bandwidth product.

The second form for writing (25) is

Gulen) = 8fok*C <%>2Te“Af. (27)

The quantity (fo/Af) is equal to the number of electrodes re-
quired in a linear nondispersive transducer to obtain this
particular fractional bandwidth. Thus this form of the equa-
tion says that one calculates the input admittance of nondis-
persive transducer with the same bandwidth, center fre-
quency, and beamwidth as the dispersive filter in question,
and then multiplies the result by the time~bandwidth product
of the device.

The input susceptance again consists of an acoustic radia-
tion susceptance and a static capacitance. The acoustic sus-
ceptance will be ignored here because it is zero at the center
frequency and usually much smaller than the static capaci-
tance contribution at other frequencies. Its shape depends
critically on the shape of the G.(w) which is only approxi-
mately correct in the rectangular approximation used here.
Thus,

B(w) ~ 27fN ;0,C.. (28)

By taking the ratio of (26) and (28) and appropriately rear-
ranging the terms, one obtains the electrical radiation Q of
the device.
T Af
Qr=B/Gs =— —

T (29)

This result is extremely useful because it says that'the radi-
ation Q depends on only the fractional bandwidth of the trans-
ducer and on the coupling coefficient of the substrate. Hence,
if one knows the input admittance on a particular substrate
for a particular fractional bandwidth device, one can simply
scale the results by the time—-bandwidth product to obtain the
input admittance of the corresponding pulse compression
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Fig. 9. Approximate input admittance of surface-wave transducer with
100-\ beamwidth. Scale both B and G if different beamwidth is used.
Multiply B and G by time-bandwidth product for dispersive trans-
ducers.

transducer with the same bandwidth. Thus one can draw uni-
versal input admittance curves as shown in Fig. 9. Admittance
is plotted on the vertical axis and fractional bandwidth is
plotted horizontally. The curves shown are for a beamwidth
of 100 wavelengths and for two different substrate materials
which are commonly used, quartz and lithium niobate. If
nondispersive transducers are being considered, one simply
reads the appropriate values and scales the numbers for the
actual device beamwidth. In addition, if the transducers are
dispersive then one simply multiplies the numbers as well by
the time-bandwidth product of the transducer. -

In general, the rectangular approximation used above
works best for large time-bandwidth products (>100). How-
ever, since an N period single-frequency transducer has a
time~bandwidth product of unity, the above equation has a
correct limiting form even for the small time-bandwidth
products (rAf <1 is physically meaningless). Since the rectan-
gular approximation can never be exactly satisfied in both the
time and frequency domain, the above results are never ob-
tained exactly; however, it does provide an excellent approxi-
mation which can be used in a variety of cases. If more ac-
curacy 1s desired for a particular device, some other method,
such as is described in Section I1I-B, must be used to calculate
the impedance.

For cases which do not satisfy the rectangular approxima-
tion, but for which the shape of the impulse response and the

/ ! \

Static Acoustic Radiation
Capacitance Susceptance Conductance

Fig. 10. Electrical equivalent circuit for matched

surface-wave transducer,

frequency response are known, the conservation of energy
principle can still be used to evaluate the amplitude of the
spectrum, and hence the magnitude of the radiation conduc-
tance. An example of this occurs in phase-coded arrays wherein
the coded transducer consists of numerous widely spaced taps
consisting of a few fingers each with appropriate phase rever-
sals to effect the coding. (See for example [14, fig. 16(a)].)
The impulse response consists of a train of RF bursts while
the bandwidth of the transducer is equal to the bandwidth of
a single tap. In this case, the above relationships can still be
used, since the energy will be correctly given if 7o is taken
to be the sum of the impulse-response lengths of the individual
RF bursts and the bandwidth is set equal to the bandwidth
of a single tap.

F. Computation Technigues

Use of the impulse-response model can be easily imple-
mented by using an FFT 3] computer routine to provide a
sampled Fourier transform of the impulse response of the
filter. This can then be used to calculate G,(w). A Hilbert
transform can be effected by using an inverse FFT, multipli-
cation by j signum (x) (= —j for x <0 and +j for x>0), and
using a second FFT [13]. In this manner, the acoustic sus-
ceptance is also obtained over the entire frequency range. This
impulse-response model [20] has recently been extended by
Mitchell and Reilly [21] to provide a complete V-matrix
description of a surface-wave device in terms of the admit-
tances calculated above. Due to the computation efficiency of
the FFT routine, this is an effective method for obtaining a
complete description of a surface-wave filter over the entire
frequency range from dc to the second harmonic.

The impulse response is much easier to use than the equiv-
alent-circuit model and it provides identical results with the
crossed-field [4] version of this model when electrode reflec-
tion effects are ignored [14]. For this reason, no detailed
numerical examples have been given here because various
authors [1], [2], [4] have presented such data.

G. Electrical Loading Effects

The transfer function of a surface-wave transducer has
been calculated above for the special case where the voltage
on the transducer terminals is equal to the source voltage.
This is equivalent to assuming that the source has zero im-
pedance. In practice, however, the source has finite impedance
and, since the transducer has finite input admittance, the
voltage at the transducer terminals can differ significantly
from the source voltage. The effects of this electrical loading
can be calculated by solving for the actual voltage which ap-
pears on the transducer terminals and multiplying this voltage
by the above transfer function which is calculated from the
impulse response.
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The method will be illustrated by including the effects of
a matching inductance L and finite source impedance R,
=1/Gs, as shown in Fig. 10. The transfer function from the
electrical source to the generated acoustic wave can be evalu-
ated by solving for the voltage Vi(w) across the transducer
and multiplying by the Fourier transform of the impulse re-
sponse Hi(w) constructed earlier in Section ITI-B. With refer-
ence to Fig. 1(c)

A1(w) Viw)

_— H
v, 7. 1w)

— GsHl(w) . (30)

1
G+ —— + joCo 4 jBu(w) + Galw)
joL

This equation shows that the frequency dependence of the
acoustic input admittance causes three characteristic effects.
First, the electrical response of the matching inductor L with
the device static capacitance causes a rounding of the filter
bandpass and a phase response modification which is charac-
teristic of a single damped pole. Second, the acoustic reactance
Bg(w) is zero at the device center frequency, but it demon-
strates a positive and a negative swing with an amplitude of
the same order as G4{w). This causes both amplitude and phase
ripple, but the latter is usually the most noticeable. Typical
values vary from +1° to +10° depending on how well the
filter is matched electrically. The third effect is the degrada-
tion of sidelobe rejection as a device is matched. In (30), the
transfer function follows H;(w) as long as G, is the dominant
term in the denominator. However, if the device is well
matched, then G; equals Gz(wo) at the center frequency, but
the frequency dependence of G.(w) is such that it is much
smaller than G; at the sidelobe frequencies. By examination
of (30), it is observed that if the matching Q is sufficiently low,
such that the reactive terms in this equation are negligible,
then the transfer function at the sidelobe will be twice as large
as is predicted by H;(w) alone. Thiscorresponds toa 6-dB side-
lobe degradation. Since two transducers are used, the poten-
tial degradation of sidelobe rejection is 12 dB. The full 12-dB
effect is normally not observed in practice because the match-
ing networks are still partly effective at the close sidelobes
and the far sidelobes are low enough to not matter. A 10-dB
design margin is usually adequate for most filter designs.

IV. IMPORTANT DESIGN CONSIDERATIONS

Before considering the application of the impulse model to
the design of surface-wave filters in Section V, several other
aspects of device design and operation must be considered to
place the design procedure in proper context. The items cov-
ered in this section include 1) division of a desired filter re-
sponse into two responses to be realized by two separate trans-
ducers, 2) distortion effects, 3) sources of insertion loss, and
4) choosing a substrate.

A. Weighting Configuration

Designing a surface-wave filter requires the division of the
overall frequency response into two responses to be realized
by two separate transducers. Probably the simplest such divi-
sion was illustrated in Fig. 7(a), where one transducer was
apodized [2] in accordance with a desired impulse response
and the second transducer was a broad-band array with only
a few finger pairs. The advantages of this configuration are
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Fig. 11. Configurations for weighting surface-wave filters. (a) Muiti-
strip coupler allows use of two overlap weighted arrays in a single
filter. (b) Two phase-weighted transducers with opposite dispersion
for canceling phase nonlinearity.

that only a single transducer needs to be designed, and that
the overlap weighting technique is easy to implement and
works well when the second transducer is of uniform beam-
width. The potential disadvantages of this configuration are:
1) the total burden for producing a given response falls on
one transducer; 2) the wide bandwidth of the second array
can cause additional insertion loss (see Section IV-C); and
3) the unweighted second array can cause undesired rounding
of the filter response due to its sin (X)/X frequency response.

A seemingly obvious improvement is to use two overlap
weighted transducers because all the difficulties are associated
with the unweighted second array. Unfortunately, this causes
more problems than it solves for several reasons. First, the
one-to-one correspondance between the effective impulse re-
sponse of an overlap weighted array given by (20) and the
length and position of the electrodes in the array only applies
if the electrodes in the second array have a uniform overlap.
If both arrays are overlap weighted, then a unique impulse
response cannot be assigned to either array, and the two can-
not be designed independently. Tancrell [2] and Smith {22]
have published analyses of the configuration with two overlap
weighted arrays, both of which assumed that beam-spreading
effects were negligible. Smith’s slightly more approximate
analysis allowed him to devise a synthesis technique which
can be used only for designing FM pulse-compression filters
using two overlap weighted arrays. However, the benefit of
having both arrays weighted is somewhat illusory because the
amount of weighting (ratio of the maximum overlap to the
minimum overlap) required of each array is equal to the
amount of weighting which would have been required on the
one weighted array if the weighted—unweighted configuration
of Fig. 7(a) had been used. The authors have designed nondis-
persive filters using Tancrell’s analysis and found a result
similar to Smith’s. The resulting experimental devices were
severely degraded due to the effects of beam spreading.

A technique whereby two overlap weighted transducers
can be used and designed in terms of independent impulse
responses is to couple the two transducers through a multi-
strip coupler [23], as shown in Fig. 11(a). In this case, the
coupler performs the necessary integration across the beam-
width such that a unique impulse response can be assigned to
each transducer. Unfortunately, the multistrip coupler is only
practical on high coupling substrates such as lithium niobate.

A phase-weighting technique for obtaining a specified fre-
quency response is illustrated in Fig. 11(b). The technique
requires the synthesis of a uniform amplitude waveform with
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appropriate phase modulation for obtaining the desired fre-
quency response. Basically, the response at any one frequency
depends on the active number of electrodes at that frequency.
Fowle [24] has developed a synthesis procedure for designing
waveforms of this type which works well if large dispersion is
used (TAf>100). High-performance waveforms with smaller
time~bandwidth products have been designed by using itera-
tive optimization techniques similar to those given in [25].
Both arrays can be weighted by phase weighting because uni-
form overlap is used. This type of weighting is also useful for
increasing the input admittance of a filter, which can be im-
portant for reducing insertion losses due to parasitic effects.

B. Distortion Effects

Numerous effects exist which can distort surface-wave
interdigital transducer performance such that the impulse-
response model is not accurate. The most serious of these
effects are; beam spreading and related diffraction effects
[26], acoustic reflections at the electrode edges [14], and
reflected acoustic signals due to regeneration of acoustic waves
[4] by the voltage which is generated on the electrodes of a
receiving transducer. Fortunately, beam spreading can be
minimized by choosing a sufficiently large electrode overlap
width W [see Fig. 1(a)]. Reflections at electrode edges can
also be minimized by using the “split-electrode” configuration
[27] in which each electrode in a normal interdigital trans-
ducer is replaced with a pair of electrodes of half the width
and with the same polarity. In this configuration reflections
from one electrode have the proper phase such that they are
canceled by reflections from the adjacent electrodes. Another
popular method for reducing electrode edge reflections is to
use quartz instead of lithium niobate substrates which have
less reflection for a given metal thickness.

The final effect, reflections due to regeneration of acoustic
waves, is an inherent property of the biphase transducer
which becomes stronger when the device is electrically
matched (i.e., under low-loss conditions). The effect can be
reduced by mismatching the device with a low impedance
which tends to short out the voltage that causes the regen-
erated signal. For many device applications this is required
since only 12 dB of triple-transit suppression is obtained in a
perfectly matched filter. If the same filter were mismatched by
an additional 3 dB on each port, approximately 33 dB of
triple-transit suppression could be obtained theoretically.
Triple-transit effects can also be reduced by using the three-
transducer configuration or the unidirectional transducer
which are discussed in the following section. However, both
these techniques cause additional fabrication complexity
which is undesirable and sometimes unacceptable.

The impulse model does not include either beam-spreading
or electrode edge reflection effects. Regeneration is included in
the model which can be verified by deriving the complete Y-
matrix based on the impulse model [21]. The inability to
model electrode edge reflections is the only major drawback of
this model compared to the modified form of the equivalent-
circuit model [14]. However, in designing most filters, the
effect of electrode reflections must be made negligible to make
the design procedure tractible, and thus this disadvantage of
the model is less serious than it appears.

C. Insertion Loss

The sources of insertion loss in surface-wave devices are
1) bidirectionality loss, 2) electrical mismatch loss, 3) para-
sitic resistance in the transducer pattern, 4) losses in the
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Fig. 12. Three-transducer geometries with varying insertion loss.
(a) Two-transducer filter. (b) Three-transducer filter. (¢) Unidirec-
tional transducer filter,

matching networks, 5) propagation losses in the substrate,
6) losses due to beam spreading, and 7) apodization losses.

- As discussed below, the first two are the dominant losses for

most filters of interest. The remaining ones are usually small
if proper care is exercised in design and fabrication.

The filter configuration shown in Fig. 12(a) has a bidirec-
tionality [4], [28] loss of 6 dB, half of which occurs because
the input transducer radiates only half of the power toward
the output transducer. The remaining 3 dB occurs at the
output transducer, because by reciprocity it can only recon-
vert half of the acoustic power incident on it into electrical
output. Under perfect electrical matching condition, the other
half of the power is reradiated as regenerated acoustic waves
giving rise to the triple-transit reflections discussed in the
preceding section.

Half this bidirectionality loss can be removed by placing a
second output transducer on the substrate on the opposite side
of the input transducer. The resulting three-transducer con-
figuration shown in Fig. 12(b) has a basic 3-dB loss due to
bidirectionality. This configuration also has inherent triple-
transit suppression if the center transducer is properly
matched, as discussed by Lewis [29]. Unfortunately, this
three-transducer configuration cannot be used for dispersive
transducers, which limits its usefulness.

It is possible to eliminate the bidirectionality loss com-
pletely by using multiphase unidirectional transducers [30],
as shown in Fig. 12(c). The multiphase drive removes the bi-
directional symmetry and permits complete conversion from
electrical signals to acoustic signals traveling in one direction.
Thus this structure has no inherent bidirectionality losses.
This structure also suppresses triple-transit effects because
the output transducer can absorb all the incident acoustic
power. The limitations on this transducer are due to added
fabrication complexity of the multilayer electrode geometry.

Electrical mismatch is often another major source of loss
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TABLE 1
SURFACE-WAVE CHARACTERISTICS OF VARIOUS SUBSTRATES
) Propagation Coupling Coefficient? Temperature Coefficient Velocity? Capacitance/Pair®
Material Cut Direction k2 (%) (ppm/°C) (X 1078 cm/s) C, (pF/cm)
Quartz (HC)  —20° rotated ¥ X 0.25 —32 3.209 0.55
Quartz (ST) +42.75° rotated ¥ X 0.16 0 3.157 0.55
LiNbOs Y zZ 4.5 —90 3.488 4.6
Bi12GeOgo 110 001 0.85 — 140 1.62

2 M. B. Schulz and J. H. Matsinger, “Rayleigh-wave electromechanical coupling constants,” A ppl. Phys. Leit., vol. 20:9, pp. 367-369, May 1, 1972,

b Velocity for a completely free surface.
¢ Reference [11].
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Fig. 13. Minimum achievable insertion loss for two

transducers on various substrates.

for two reasons. First, filters are often mismatched as de-
scribed above to minimize triple transit due to regeneration.
Second, transducers are sometimes mismatched to lower the
electrical Q of the input so that the matching network does
not introduce unwanted bandnarrowing.

The minimum insertion loss which can be achieved at a
given fraction bandwidth can be calculated by using the
approximate expression for the electrical Q of a transducer
given earlier in (29). As long as the Q is less than the reciprocal
of the fractional bandwidth, one can easily match the device
across the entire bandwidth:

Q < fo/ Af. (31)

If (29) is used in the above expression, one obtains the follow-
ing restriction on the fractional bandwidth:

2
A 4/ e

o s
If the fractional bandwidth of the transducer is greater
than that allowed by (32), it will be assumed that external re-
sistance is used to load the device, thus lowering the Q until
(31) is satisfied. If the electrical ports are now matched to this
loaded impedance, it can be shown that the additional loss
increases at a rate of 12 dB/octave of fractional bandwidth
for a two-transducer filter. Fig. 13 shows this minimum inser-
tion loss as a function of fractional bandwidth for several sub-
strates of interest. In this figure ST-cut quartz indicates the
zero temperature-coefficient cut [31], I C-cut quartz is the

(32)

authors’ designation for the highest coupling-coefficient cut
available on quartz [32] (—20° rotated Y-cut, X propaga-
tion), the lithium niobate curve is for Y-cut, Z propagation,
and the bismuth germanium oxide is for the 110-cut, 001 prop-
agation. The 6-dB minimum loss which is indicated accounts
for bidirectionality. Use of the three-transducer configuration
or the unidirectional transducers would uniformly reduce the
curves by 3 and 6 dB, respectively. Equation (32) and the use
of external resistance, which were assumed in the derivation
of Fig. 13, are overly restrictive conditions, and thus theoreti-
cally one can achieve lower loss than indicated in the large
bandwidth limit, as discussed in [33]. In practice, these curves
provide a good estimate of loss expected for typical bandpass
filter designs, although some error must be expected for filters
with bandwidth over 30 percent due to the uncertainties cre-
ated by parasitic elements. For moderate bandwidth filters,
parasitic elements and propagation losses are normally neg-
ligible below 100 MHz. Finally, losses due to beam spreading
[26] and apodization [34] typically never exceed 2 dB for
most devices.

D. Substrate Choice

Various types and orientations of substrate materials have
been demonstrated in laboratory environments [35], but cur-
rently the choice is limited to quartz and lithium niobate due
to practical considerations, such as cost, ease of fabrication,
polishing, temperature stability, reproducibility, reliability,
and performance. Bi;xGeOzo (bismuth germanium oxide) [36]
is receiving some use because of its low velocity, but tempera-
ture sensitivity and fabrication difficulties limit its acceptance.

Table I summarizes some of the pertinent properties of
various substrates of interest. In many applications the tem-
perature coefficient is of primary importance which then dic-
tates that ST-cut quartz will be used. This can, however, lead
to much increased insertion loss, as was indicated by Fig. 13.
It might appear from this figure that lithium niobate is the
optimum material for most devices, but, unfortunately, other
considerations limit its usefulness. For example, the tempera-
ture sensitivity of lithium niobate [19] is high (90 ppm/°C),
whereas a range of temperature sensitivities [31] from 0 to 35
ppm/°C are available on quartz. Also, the higher coupling
lithium niobate is affected more severely by various distortion
effects, such as reflection and regeneration [4], especially for
the devices with fractional bandwidths below 10 percent.
Thus the lower coupling coefficient of quartz can actually be
an advantage for these narrower fractional bandwidth devices.

Other parameters which may be important in choice of a
substrate include the velocity of propagation, beam-spreading
and beam-steering effects [26], and the required tolerances
on substrate orientation [37]. Low-velocity materials mini-
mize the overall device size for filters with a large amount of



172 TEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, APRIL 1973

time delay, whereas high velocities are useful for reducing the
resolution requirements for fabrication of high-frequency
devices (>1 GHz). For devices with large time delays, the
beam-spreading and beam-steering effects are also important
considerations because certain materials tend to maintain a
well-collimated surface-wave beam over much larger distances
than other materials. For example, quartz generally tends to
spread the acoustic beam faster than one would find based on
an isotropic diffraction theory, while ¥-cut Z-propagating
lithium niobate is partially selfcollimating.

V. DESIGN SUMMARY

The primary contributions of this paper to designing sur-
face-wave filters are, 1) a simple method for predicting trans-
ducer input impedance which allows various design tradeoffs
to be made, and 2) methods for obtaining desirable impulse
responses. The application of this information is shown in this
section by giving a brief summary of a design procedure used
by the authors which allows one to make design decisions in
an order which builds on preceding decisions. The procedure
can be summarized as follows.

1) Divide the desired filter response into two transducer
responses to be realized as input and output transducers, as
discussed in Section IV-A.

2) Choose a substrate based on insertion loss, temperature,
and other characteristics, as outlined in Section IV-D.

3) Determine the minimum required impulse-response
length for each transducer, and hence determine the required
device length. Fig. 3 provides the required information for
bandpass filters.

4) Theinformation on minimum device length can be used
to determine the minimum beamwidth required to prevent
beam spreading, as outlined in [26].

5) Evaluate the approximate input and output admit-
tances for this minimum-size device by using Fig. 9. If they
are too small, one can increase the beamwidth or add disper-
sion to the filter responses. If they are too large, series connec-
tion techniques can be used to lower the admittance. Parasitic
resistance and parasitic capacitance are important in this
tradeoff. The general features of the filter design are now
known even though the exact electrode placements have not
been determined.

6) Triple-transit and electrode edge distortion are now
determined for the transducers with the desired bandwidth,
beamwidth, dispersion, and approximate source and load ad-
mittances. The modified equivalent-circuit or impulse-re-
sponse model is used, depending on whether it is necessary to
evaluate edge reflections. If triple transit or distortion are
unacceptably large, the design is modified, as discussed in Sec-
tion IV-B, until an acceptably low distortion is predicted.

7) The filter package is designed so that parasitics associ-
ated with it can be estimated and be included along with other
parasitic effects in a comprehensive equivalent circuit for the
packaged device. Matching networks are designed for these
circuits and the transfer function for each transducer, includ-
ing electrical effects, is calculated resulting in an expression
similar to (30). The acoustic admittances in this expression
can be approximated using (12)—(14) or (19). Each unmatched
transducer response can now be modified to compensate for
the electrical loading effect.

8) An impulse response for realizing the modified trans-
ducer response is determined using techniques discussed in
Section II-B and Appendix I.

| 104Brdiv
| Vertical

0.4 MHz/div Horizontal

Fig. 14.” Response of PRC-95 Transponder IF filter; center
frequency-—10.7 MHz; bandwidth—0.38 M Hz,

The importance of the impulse model is clearly demon-
strated by the procedure because steps 2) and 5)—-7) all benefit
significantly from the model. This procedure allows one to
make design tradeoffs in a straightforward manner, such that
a high-performance device is obtained at an acceptible design
cost..

VI. FILTER EXAMPLES

Three representative surface-wave filters will be discussed
to illustrate that good performance can be obtained by making
the design tradeoffs described in the previous sections.

A. PRC-95-Field Survival Radio

The AN/PRC-95/DME Transponder is a prototype L-
band 20-W transponder which was developed for locating
downed fliers. The major system problem was that the receiver
had to respond instantaneously over an 85-dB range of signal
levels with constant time delay and without degradation of the
pulse performance. Conventional automatic gain-control
techniques were not adequate. Instead, a system of progres-
sive limiting amplifiers was developed with sufficient band-
width to eliminate time-delay variations over-a wide dynamic
range. A compact linear-phase bandpass filter was required in
the IF stage with bandpass and time delay that were unaf-
fected by the changing impedance due to the limiting of the
stages around the filter. The filter selectivity was required to
provide 50-dB rejection for pulses at +1 MHz of the center
frequency.

A surface-wave bandpass filter was designed which had a
modified Gaussian bandpass characteristic, as shown in Fig,
14. This response was chosen for minimum pulse distortion
with maximum out-of-band rejection. The device was built on
2 0.75X0.3X0.08-in quartz substrate with a center frequency
of 10.7 MHz. Midband insertion loss was 18 dB with a 3-dB
bandwidth of 0.4 MHz and a 40-dB bandwidth of 1.0 MHz.
The phase response was linear over the entire 40-dB band-
width, which resulted in extremely good pulse fidelity. The
sidelobes on the high-frequency side of the response are due
to bulk shear modes in the quartz propagating medium. The
filter was mounted directly on a thick-film hybrid substrate
and matched electrically by using subminiature tuneable
H-core inductors resulting in a high-performance compact
IF module.

B. 300-M Hz Front-End Filter ’

Fig. 15(a) shows the frequency response of a 300-MHz
2.5-MHz bandwidth filter which has been electrically matched
to achieve a minimum midband loss of 6 dB. This response was
achieved by using a three-transducer configuration, as was
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(a)

Fig. 15. 300-MHz bandpass filter. (@) Matched for minimum insertion
loss. fo=300 MHz; REF= —6 dB; vertical scale equals 10 dB/div;
horizontal scale equals 2.5 MHz/div. (b) fo=300 MHz; REF= —10

dB; vertical scale equals 10 dB/div; horizontal scale equals 3 MHz/
div.

shown in Fig. 12. The center transducer was apodized for side-
lobe rejection and two outer arrays were unweighted. The
6-dB loss consists of 3-dB bidirectionality loss, 1.2 dB due to
the apodization of the center transducer and 1.8 dB due to
parasitic losses. A 60-MHz scaled version of this same filter
had a minimum matched loss less than 5 dB. The filters were
built on ST-quartz substrate which measured 0.30.120.02
in. The ripple which is seen on the frequency response is due
to triple-transit effects. The triple-transit suppression of the
three-transducer configuration [29] is spoiled by the apodiza-
tion of the center array.

Fig. 15(b) shows the response of the same filter when it is
mismatched to yield 10-dB loss. Two interesting differences

“exist between the two cases. First, a significant improvement
is observed in the bandpass ripple which corresponds to a re-
duction of the triple-transit effect, as discussed earlier in Sec-
tion IV-B. Second, almost 5-dB improvement in sidelobe re-
jection is obtained. This is an example of the sidelobe degrada-
tion effect due to electrical loading which was discussed earlier
in Section III-G.

Note that in both cases ultimate rejection in excess of 60
dB is obtained. Also, by proper electrical design of the filter
package, direct electrical crosstalk has been suppressed in
excess of 70 dB in spite of the extremely small filter size.

C. Low Shape Factor Filter

Fig. 16(a) shows the frequency response for a 7-percent
fractional bandwidth amplifier module [38] which uses a
surface-wave filter for bandpass shaping. The filter response is
centered at 168 MHz with a 12-MHz 3-dB bandwidth and a
13.5-MHz 40-dB bandwidth. The filter above has a 14-dB
midband insertion loss, while the single stage amplifier inte-
grated into the same package exhibits a gain of 20 dB. The
skirt selectivity exceeds 80 dB/MHz for the first 25 dB. This

response was obtained by using a combination of amplitude
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Fig. 16. Low shape factor VHF bandpass filter. (a) Frequency response:
12-MHz (7-percent) bandwidth; 14-dB insertion loss. (b) Sin x/x
impulse response indicates linear phase and rectangular bandpass.

and phase weighting and was designed by iterative optimiza-
tion techniques. Opposite dispersion was used in the input and
output transducers so that the overall response was nondis-
persive. The near ideal sin X/X impulse response of the device
shown in Fig. 16(b) corresponds to the linear phase and
rectangular bandpass characteristics.

A major reason for using dispersive transducers was to
reduce insertion loss due to parasitic resistance and capaci-
tance. The minimum size design [see Section V, step 5)] had
an input impedance of 18 kQ in parallel with 1.5 pF. Parasitic
package capacitance would have more than doubled the sus-
ceptance, thereby aggravating an already severe matching
problem. By using approximately 12:1 dispersion in each
transducer, and increasing the beamwidth, the input im-
pedance was lowered to 1.5 k@ in parallel with 20 pF.

VII. CONCLUSIONS

Interdigital surface-wave filtéers have been demonstrated
to be a practical technology with many advantages for VHF
and UHF filters such as; 1) flexibility for realizing a wide
range of filter characteristics, 2) small size, 3) low cost as a
result of easy fabrication, 4) reproducibility, 5) wide dynamic
range and, in certain cases, 6) low loss, and 7) excellent tem-
perature stability. The range of achievable - performance
parameters includes: 1) center frequencies from 10 MHz to
1 GHz, 2) bandwidths from 50 kHz to 80 percent of the center
frequency, 3) frequency sidelobe rejection in excess of 50 dB
for bandpass filters, 4) time sidelobe rejection in excess of 30
dB for pulse-compression filters, 5) pulse-compression ratios
up to 1000:1, and 6) insertion losses as low as 6 dB for certain
filters. Further discussion on the range of achievable per-
formance is given by other papers in this issue [15], [17].

The central point of this paper has been the development
of an impulse-response model and its application to device
design. The features of this model are that accurate predic-
tions of device performance can be made with considerably
less computation effort than required with the equivalent-
circuit model [4].

The simplicity of this technique makes it much more use-
ful for filter design than previous models. Specifically, 1) the
universal impedance curves (Fig. 9) are valuable for making
design tradeoffs without requiring a complete device reanaly-
sis each time a parameter is changed; 2) the expression for
radiation Q [see (29)] allowed the development of minimum
achievable insertion-loss curves for various substrates as a
function of fractional bandwidth; and 3) the effect of electrical
loading can be accurately calculated such that a filter design
can be compensated for it. As a result, a rational design pro-
cedure has been developed, as described in Section V, through
which high-performance filters may be synthesized with mini-
mum effort and expense.
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ArpENDIX ]

OpPTIMUM IMPULSE RESPONSES FOR
Banprass FuNcTIONS

The finite length of surface filters means that the impulse
responses which can be realized by surface-wave filters must
also be of finite duration. As explained earlier in conjunction
with Fig. 2, the optimization problem is to determine the im-
pulse response with the shortest length which will satisfy a
given frequency specification. This problem has received con-
siderable attention in the literature for designing nonrecursive
digital filters. Application of digital-filter design procedures
requires that an appropriate translation be made from the
sampled waveforms used in digital filters to the continuous
waveforms characteristic of surface-wave impulse responses.

This appendix summarizes a “window-function” technique
described by Helms [9] which produces good (and sometimes
even the best possible) skirt selectivity and sidelobe rejection.
The achieved frequency response is the convolution of the
desired response with a Dolph—Chebyshev function D(w)
whose principal lobe has a width that is as small as possible
for a given sidelobe level and impulse-response length. The
inverse Fourier transform of D(w) is a finite time-duration
function d(¥).

To use the window-function technique, one calculates the
inverse Fourier transform of the desired frequency response
which is normally of infinite time extent. This function is then
multiplied by the appropriate window function d(¢) which has
the effect of weighting the function and smoothly truncating
it to a finite length. The resulting frequency spectrum can be
evaluated for suitability by taking the Fourier transform of
the truncated time function.

The Dolph—Chebyshev function is given by

cos [P cos™! (Z, cos f)]
cosh [P cosh™! (Z,)]

where parameters P and Z, are chosen to make the achieved
frequency response fulfill the requirements for selectivity and
ripple. The value of P determined by this procedure is as small
as possible since the Dolph—Chebyshev function shown above
has the smallest sidelobe level for a given main-lobe width,
and, conversely, the smallest main-lobe width for a given side-
lobe level. A more detailed description of this procedure is
contained in [9].

Based on this technique, one can write an approximate
relationship for the minimum time length required to achieve
a specified sidelobe level R, and a specified transition band-
width Bi in a bandpass filter impulse response:

Tmin = (0.73/B,) log R..

This is only an approximate relationship and, further, the
above technique is not exactly optimum for bandpass re-
sponses. It is close enough, however, to be adequate for most
filter designs. Iterative procedures are available [25] for ob-
taining a true optimum response but these are generally very
complex to use.

ArrPENDIX II

INsTANTANEOUS FREQUENCY DEPENDENCE
OF THE IMPULSE RESPONSE
Construction of an impulse response for a given device
geometry requires knowledge of the effect of finger separation
(i.e., instantaneous frequency) on the magnitude of the gen-
erated acoustic response. The basis of the determination is a

scaling law [10] which applies to any device which can be
described by the linear elastic equations of motion coupled to
Maxwell’s electromagnetic equations of motion by the piezo-
electric effect. If all the dimensions of a device are uniformly
reduced in size by a factor «, then all the properties of the de-
vice (as described by the appropriate variables) will remain
unchanged except for a corresponding scale change of the time
dependence. An appropriate set of variables are the electric
field E, the magnetic field H, the acoustic velocity %, and the
acoustic stress T, which may then be related to the device
terminal voltage and current. Electrical and acoustic losses
must be omitted for scaling to hold.

It will now be shown from the scaling law and conservation
of energy that the amplitude response varies as f,32. Consider
two similar transducers with equal beamwidths and with an
equal number of electrodes, but one has a smaller electrode
spacing and thus a higher center frequency. One can show by
means of the scaling law that the input admittance of the
higher frequency transducer is equal to the input admittance
of the lower frequency transducer scaled to the higher fre-
quency and multiplied by the scaling factor a:

V(o) = aVe (%)

The impulse responses will also be similar except for an ampli-
tude factor to be determined from conservation of energy:

hs(t) = Bho(at).

The variable % is proportional to the square root of the acous-
tic power as discussed in Section ITI-A.

The energy in both impulse responses of (34) is determined
by integrating over their time duration (equal number of
cycles in each case). Then,

E, p?
Eo_ (23

(33)

(34)

(35)

The energy absorbed from the §-function impulse by the input
admittance is determined by performing a similar integral in
the frequency domain:

—E—E: = al (36)
Ey

Solving (35) and (36) for 8, we find that
B8 = a2 37

Thus two transducers which have identical beamwidths
but different center frequencies will have impulse responses
whose amplitude ratio is directly proportional to the ratio of
the center frequencies to the three halves power.
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